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Learning Objectives 

• Understanding how manage through a significant cybersecurity event

• What the industry can do going forward to prepare for these types of 
events

• Statistics about the growing number of cyber security incidents 
impacting the healthcare sector



Would’ve Been Gibberish Headlines Just A 
Few Years Ago





There’s a large gap in 
understanding risks 
and preparing for 
them



3 of the Big Ones…

2018 Attack; $92M in losses

2021 Attack; Impacted over 8K businesses 2024 Attack; over 4TB of data stolen, 
millions in losses



A Preview of Things To Come…?



Nothing Good 
Happens After 

Midnight



The Last Message You Ever Want To See



So It Begins…

12:01am – First sign of 
ransomware attack 

noticed as staff start to 
find themselves locked out 

of certain files or drives

01:00am – IT staff begin to 
investigate a flood of calls

03:30am – Code Delta 
called, executives notified



Crisis Management 101



First Set of Challenges

Overnight starting point with limited staff

IT help desk is outsourced

Not wanting to wake people up 



Why Us?



Why Us?



Why Healthcare is a Top Target

• The data is highly valuable

• Lack of investment/training in security

• Highly interconnected systems with a lot of entry points

• Illegal to conduct “Information Blocking”

• Fast moving parts, pieces, regulations and rules

• COVID19



…And It’s Getting Expensive



And We’re Off To The Races…

06:00am – Call is placed to 
the US Attorney's office

06:30am – Cyber 
Insurance notified

06:35am – Incident 
command center is 

brought online with the 
first issue of notifying staff



What’s in Scope?

• UH Data Center

• Microsoft, payroll, time keeping, faxes, 
shared file storage, etc.

• ~70% of servers; ~400 PC’s

Impacted

• Electronic medical record

• Third party applications remote or cloud 
hosted*

Not 
Impacted



A Word About Third Party Vendors



The Question 
of the Day

Do you intend to pay the 
ransom or try to rebuild 

around the locked servers?



New Industry Is Born



Day Shift Is Coming On…

06:45am – Staff are 
identified to call outlying 
clinics and run updates 
manually to different 

floors and units to 
update the situation

07:30am – FBI contact 
occurs, direction is 

provided to external 
cyber-negotiators

10:15am – Call with 
executives, outside 

counsel, cyber-insurance 
and cyber-negotiatiors

12:00pm – First 
negotiation takes place





In The Meantime…

Clinical Staff

• Still seeing patients as EMR was not impacted

• Did not go on diversion

• Paging system still worked for codes or rapid responses

Non-Clinical Staff

• Notifying CMS and Joint Commission

• Planning for news coverage

• Supporting the ICC if their job is impacted

In the ICC

• How to handle communications?

• Planning for what happens if this drags out for days/weeks

• How to handle payroll as it was a pay week

• Tracking costs



Things Are Falling Into Place…

02:00pm – Settlement reached

02:30pm – Contract with 
external forensic expert to 

determine both true 
penetration and ensure that 

once systems are brought back 
online they are safe

03:30pm – External forensic 
team gains access to our 

systems



To Pay Or Not To Pay



The What If’s…

1. What If they don’t 
provide us the 
decryption key 
once we pay?

2. What If they come 
back a month later 
and do this again?



And Eighteen Hours Later…

05:00pm – Ransom paid 
and decryption key 

received

06:00pm – System restore 
begins



A Long Tail

• Rolled out multi-factor authentication within 16 days of incident

• Forensic report found no further or lingering evidence of malicious code

• Staff mass texting software rolled out within a month of the incident

• ICC work plan was key to ensuring smooth operations

• Impact to third parties who may have shut off access during the incident



Could This Have 
Been Prevented?



Rule #       :   You Can’t Protect Against Dumb



Rule #             : You Can’t Protect Against Dumb



So How Did This 
Happen?

A patient had downloaded an app from the 
app store with the code embedded in it and 
when the phone connected to our guest 
network, it released the ransomware

The phone was confiscated and provided to 
the authorities (no malicious intent by the 
patient)



All’s Well That Ends Well?
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